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Abstract— Temperature sensors based on the optical fiber are finding increased in aerospace, civil engineering, medical, military and 
industrial fields. Artificial neural network (ANN) modeling has been used for modeling the temperature sensor by Fiber Bragg grating 
(FBG). A comparison between the experimental data and theoretical results using neural network has been investigated. The proposed 
method shows a better fitting with the experimental data. A coincidence between the prediction of the ANN model and experimental data 
has been achieved. The ANN simulation results prove a strong presence modeling in optical communication.  

Index Terms— Bragg grating, Neural network, Temperature sensor, Bragg wavelength.  
——————————      —————————— 

1 INTRODUCTION                                                                     
ecently, optical fiber temperature sensor of high speed and 
sensitivity are needed for anti-fire system that can operate 
at great distance for telemetering. The optical fiber sensors 

are not affecting by electro-magnetic field [1]. It has advantage 
such as compactness, geometric flexibility, simplicity of fabrica-
tion, and the possibility of use in harsh environments [2]. Also it 
has a small and ease of fabrication, good accuracy, high sensitiv-
ity and fast response by measuring the small shift in the wave-
length of the signal reflected by the grating due to temperature 
change [3, 4]. 

So, it is necessary to develop some techniques to calclated 
the change in the wavelength due to the change in tempera-
ture, such as the artificial neural network model [5]. An ANN 
consists of a number of very simple and highly interconnected 
processes called neurons. These ANN are trained, so that a 
particular input leads to a specific target output. Trained ANN 
are able to perform complex functions in various fields of ap-
plication including pattern recognition, modeling, identifica-
tion, classification, speech, vision and control systems [6-9]. 
Making use of the capability of ANN, the present work uses 
ANN to model the temperature sensing using FBG.  

The temperature and strain sensor have been investigated 
through many papers. Wang et al measure the strain and tem-
perature with dual FBG for pervasive computing [10].  The 
single FBG to obtain such a sensor is the best design, such as a 
scheme for simultaneous measurement of strain and tempera-
ture [11]. The high temperature sensing using surface relief 
FBG has been investigated by Lowder et al. [12], they measure 
the temperature up to 1100oC using the FBG. 

This paper is organized in four sections. Section 2 intro-
duced the artificial neural network model. Section 3 present 
the experimental technique, while sec. 4 shows the tempera-
ture modeling using ANN. Section 5 contains the results and 
conclusion. 

2 ARTIFICIAL NEURAL NETWORK MODELING (ANN) 
ANN is composed of interconnecting artificial neurons (pro-
gramming constructs that mimic the properties of biological 
neurons). Artificial neural networks may either be used to 
gain an understanding of biological neural networks, or for 
solving artificial intelligence problems without necessarily 
creating a model of a real biological system. The real, biologi-
cal nervous system is highly complex: artificial neural network 
algorithms attempt to abstract this complexity and focus on 
what may hypothetically matter most from an information 
processing point of view. 

The neuron transfer function, f, is typically step or sigmoid 
function that produces a scalar output (n) as in Eq. (1), 
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Where, iI , iw , b  are the thi input, the thi weight and the bias 
( b ) respectively. 
 
 
 
 
 
 
 

 
Fig. 1 Simple neuron model 

 
 
 
 There is an interconnection strength, weight, associated 

with each connection as in fig 1. When the weighted sum of 
the inputs to the neurons exceeds a certain threshold, specified 
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“Figure 1. Simple Neuron model” 
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by threshold function with bias, the neuron is field and output 
signal is produced. The network can recognized input-output 
relation once the weights are tuned via some kind of learning 
process [5, 6]. The essential features for a feed forward NN are 
reviewed below employing a two layer NN. However, the 
results generally hold for any multiple layers NN (see fig.2). 

 
 
 

 
 

 
 

 
 

 
 
 

 
 

3 EXPERIMENTAL DATA 
Twenty sensor serial optical fiber has been used. It was about 
five meters between each two sensors, the marine experiment 
were achieved in the South China Sea with 300 meters long 
Bragg grating. Also the wavelength range was 40 nm. The 
tunable Fabry-Perot cavity scanning frequency was 1 Hz. Be-
cause each wavelength occupied by about 2-3 nm. The FBG 
sensors was smartly packaged of the seawater to eliminate the 
seawater pressure interface before the experiment. The vertical 
profile temperature of the seawater can be obtained by using 
such a sensing array. 

The usage of the FBG for ocean temperature detection is a re-
search hotspot. The center wavelength of FBG sensor changes 
with ambient temperature changes, while the internal character-
istic of each sensor is different [11]. The temperature at 2oC, 
5oC, 10oC, 15oC, 20oC, 25oC and 30oC was measured respec-
tively. The average wavelength is considered the Bragg wave-
length which changes with the temperature values that have 
been estimated before [12]. Under the ocean level, the tempera-
ture decrease whenever we go deeper, the great change is ob-
served from 0 to 40 m depth. Also form 140 to 200m depth, the 
temperature changed slowly. 

Five sensors in different depth were analyzed with time, 
their depth were 17.8 m, 44.6m, 71.3m, 98m and 127.7m, and ten 
minutes data was analyzed.  For the accuracy measurement, 
contrastive test between FBG chain and high precision ther-
mometer CTD.  The errors between the two readings was about 
0.106oC at depth 50m while at 130 m depth the error was 
0.062oC finally at 200 m the error reached 0.158oC. 

4 MODELING THE TEMPERATURE MEASUREMENTS 
USING ANN 

The proposed ANN model of the temperature measurements 
using FBG can be viewed as an two –input one output model. 
The inputs are: the time in min. (t) and the ocean depth in m 

(D), while the output is the temperature detection. The ANN 
model is simply shown as a block diagram in Fig. 3. 

Using this input-output arrangement, the network configu-
ration was tried to achieve good mean sum square and good 
performance for the network. There are two hidden layers of 
13 neurons, 11 in each. The transfer function is the tan sig-
moid. Also provides a numerical solution to the problem of 
minimizing a function, generally nonlinear, over a space of 
parameters of the function we use Levenberg-Marquardt algo-
rithm LMA, also known as damped least squares.  
 
 
 
 

 
 

  
 
 
 

“Figure 3. A block diagram of the temperature measurements using ANN 
modeling” 

The Levenberg-Marquardt updates the network using the 
following rule: 

eJIJJW TT 1)(                         (2) 
Where, J is the Jacobean matrix of derivatives of each error 
with respect to each weight. TJ is the transposed matrix 
of J ; I is the identity matrix that has the same dimensions of 

JJ T ,  is a scalar; changed adaptively by the algorithm and 
e is an error vector. 
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“Figure 2. Complete neural network” 

 
“Figure 4. The relation between the mean square error with the 
number of Epochs in ANN simulation” 
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5 Results and Discussion 
In particular, the ANN has recently been used to design and 
implement more effective models. Figure (4) shows the mean 
square error variation with number of Epochs which around 
seven.  The training results for the experimental data decrease 
till it reach 10-8. The performance of the training results is 
shown in figure (4).  Also, Fig (4)   shows   the   mean   squared 
error   of   the   network   starting at a large value   and   de-
creasing   to   a smaller   value.   It   shows   that the   network   
is   learning.  It has   three   lines, because   the   inputs (time 
and ocean depth) and target   (temperature measurements) 
vectors   are   randomly   divided   into   three   sets.   80%   of   
the experimental data   are    used to   train   the   network.  
20%   of the   experimental data are used   to   validate   how    
well   the network   generalized.   Training   on   the   Experi-
mental data   continues   as    long   the training    reduces   the   
network's   error   on   the   validation   results.   After    the   
network memorizes    the   training    set, training    is    
stopped.   This   technique   automatically   avoids     the    
problem   of   over fitting, which   plagues   many   optimiza-
tion    and     learning algorithms.   Finally   the   last    20%   of   
the   experimental data   provide   an   independent   test (pre-
diction) of the   network   generalization   to   their data    that   
the    network   has    never   seen.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Simulation results (training) based on the NN approach to 

modeling the temperature sensor by FBG are given in fig. (5). It 
can be seen from fig. (5) that the relation between the tempera-
ture of the sea water with respect to the time for different 
depths. The selected depth are chosen from the lower points 
17.8m, 44.6 m, 73.1 m,98 m and also we choose the deepest point 
of 127.4m.  It is clear that when that depth increase the tempera-
ture decrease, which is measured using the FBG sensor. The 
trained NN model shows almost exact fitting with the experi-

 

 

 

 

 
“Figure 5 The simulation results of ANN for tempera-
ture of the sea water with respect to the time for differ-
ent depth” 
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mental data. 
The match is still good, indicating that the designed NN is 

robust. The weights, biases and the obtained equation for the 
designed network are provided in the appendix. Prediction ca-
pability of the NN was checked with the experimental data not 
used in the training (20%) proved also good performance. Re-
sults shown in fig (4) and fig. (5) proved better performance of 
the NN over the other approach. 

  

6    Conclusion 
FBG sensor has been widely concerned because of its unique 
advantage, it has been applied in the area of the temperature 
sensor. Also the ability of the ANN model to simulate and 
predict the temperature sensor with exact accuracy. So the 
proposed function with the structure  ANN networks is appli-
cable for the temperature sensing using FBG. 

Thus, many tries are done to find the best ANN used low 
numbers of epochs, number of hidden layer and number of 
neurons. Simulation results of temperature sensor using ANN 
are tested with experimental data which showed a perfect fit-
ting. Also, prediction results of the ANN is checked with the 
experimental data not used in the training giving good perfor-
mance. Then, the capability of the ANN to simulate and predict 
the experimental data with almost exact accuracy recommends 
the ANN to dominate the modeling techniques in the optical 
fiber. 

APPENDIX 
Our obtained function is generated using the obtained control 
NN parameters as follows: 
The structure of the network is 2-13 -11-1. The obtained equa-
tion which describes the temperature sensor of the sea water 
with respect to the time for different depth is given by: 

).1,2(..{tan).2,3(.[{ LWnetsigmoidLWnetpurelineT 
    )}2(.)}1(.).1,1(.{tan bnetbnetPIWnetsigmoid                                                              

)}]3(.bnet  
Where,  Pure line is linear transfer function, tan sigmoid is hy-
perbolic tangent sigmoid transfer function as shown in the fol-
lowing figure, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
P  is the input which is ( Dt, ). 

)2,3(.LWnet linked weight between the second hidden layer 
and the output. 

)1,2(.LWnet linked weights between the first and the second 
hidden layer. 

)1,1(.IWnet linked weights between the input layer and the 
first hidden layer. 

)1(.bnet is the bias of the first hidden layer. 
)2(.bnet is the bias of the second hidden layer. 
)3(.bnet is the bias of  the output layer.  

    
 b {1}=                      b {2}=                         
 
 
 
 
 
 
 
 
 
b {3} =  [ 0.8415]             
                                                                   
IW {1, 1} =                                                                   

                              
  
 
 
 
 
 
 
 

          
 
 
 

 
LW {3, 2} = 

 
 
 

-1.6836 
1.3469 
1.0102 
-0.6734 
-0.3367 

0 
0.3367 
0.6734 

-5.0478 
4.2065 
3.3652 
2.5239 
-1.6826 
0.8413 

0 
-0.8413 

    1.2660    4.8864 
   -1.7914   -4.7192 
   -4.1570    2.8634 
   -4.9092   -1.1747 
    1.6855    4.7581 
   -5.0468    0.0991 
   -0.6219   -5.0093 
   -1.4649    4.8305 
   -1.3909   -4.8524 
   -0.9736    4.9530 
   -2.5276   -4.3693 
   -2.1191    4.5814 
   -3.5516   -3.5869 

 

 -0.5986    -0.1785     0.3393    -0.7576     -0.9790   -0.8605   
-0.5396    0.3469    0.1887   -0.2662     0.4588 
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LW {2, 1} = 
 
                 Columns 1 through 5 
 
    0.8032   -0.6978    0.5552   -0.3713   -0.2357 
   -0.0849   -0.4827    0.2732   -0.4383   -0.5801 
   -0.3654   -0.6070   -0.0053    0.4583    0.2887 
    0.0321   -0.5157   -0.1785    0.4907    0.6294 
    0.0457   -0.5556    0.6673   -0.3074    0.6380 
    0.6334    0.3793    0.6580    0.3123    0.4882 
    0.0061    0.5676   -0.7010   -0.5678   -0.2837 
    0.2414   -0.0223   -0.5233   -0.1430   -0.2938 
    0.6028   -0.6039    0.2415   -0.1148   -0.0656 
   -0.2973   -0.2924    0.1443   -0.6748    0.4246 
   -0.6179   -0.6537   -0.5485    0.1702   -0.6476 
 
                   
                   Columns 6 through 10 
 
   -0.4592    0.1623   -0.6445   -0.3432    0.5532 
   -0.2230   -0.4502    0.3231   -0.6739   -0.7652 
    0.5569    0.5028    0.6129    0.5078    0.5680 
   -0.2653    0.2173    0.1799    0.3781    0.8466 
    0.1234    0.6386   -0.6929    0.2256   -0.0896 
    0.1980   -0.5897    0.0874   -0.1555    0.5522 
    0.1783    0.5912    0.7135   -0.2654    0.3435 
    0.7607   -0.6028   -0.4733    0.3979   -0.6739 
    0.3178    0.3259    0.6186   -0.7121    0.6172 
   -0.4096    0.6009   -0.4769   -0.4775    0.7837 
    0.1787   -0.3666   -0.4149    0.6123    0.4487 
 
                 Columns 11 through 13 
 

-0.0552   -0.3477   -0.0171 
-0.1168   -0.6506    0.3969 
0.3727   -0.1870    0.5882 
-0.1838    0.1213   -0.9168 
-0.7141    0.3154   -0.0716 
-0.0638   -0.3428    0.8217 
0.2362    0.6293   -0.2957 
-0.5301    0.2585   -0.5183 
0.6105    0.4243   -0.0096 
0.1632    0.4646   -0.4037 
0.4589    0.2964   -0.2509 
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